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AI: the New Electricity

“AI is the new electricity.

Just as electricity transformed industry  
after industry 100 years ago,   
I think AI will do the same.” 

Andrew Ng, Stanford, Baidu, Coursera



“Electricity , communication, 
manufacturing. I think we are 
now in that  phase where AI 
technology has advanced to the 
point where we see a clear path 
for it to transform multiple 
industries.”







Why Efficiency? Models are Getting Larger!
IMAGE RECOGNITION SPEECH RECOGNITION

2012 
AlexNet

2015 
ResNet

2014 
Deep Speech 1

2015 
Deep Speech 2

Dally, NIPS’2016 workshop on Efficient Methods for Deep Neural Networks

Baidu



The First Challenge: Model Size
Hard to distribute large models through over-the-air update



The Second Challenge: Speed

ResNet18: 

ResNet50: 

ResNet101: 

ResNet152:

10.76% 

7.02% 

6.21% 
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2.5 days 

5 days 
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Error rate Training time

Training time benchmarked with fb.resnet.torch using four M40 GPUs



The Third Challenge: Energy Efficiency
AlphaGo: 1920 CPUs and 280 GPUs, 
$3000 electric bill per game









Application and Hardware as  Black Boxes



Open the Boxes! 

❑ Breaks the boundary between algorithm and hardware



Categorization of Efficient DNN Methods



Pruning Neural Networks



Pruning Neural Networks

[Han et al. NIPS’15]



Pruning Neural Networks



Weight Quantization



Ternary networks

Allow weights to be zero (i.e., -w, 0, w)



Pruning + Learned Quantization Work 
Together



Knowledge Distillation



Model Distillation

Student model has much smaller model size!







Hardware/Software codesign
“Energy will soon be one of the determining factors in AI. Either 
companies will find it too expensive to run energy hungry ML 
tools (such as deep learning) to power their AI engines, or the 
heat dissipation in edge devices will be too high to be safe. The 
next battleground in AI might well be a race for the most energy 
efficient combination of hardware and algorithms.”   
Max Welling ICML 2018
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