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 Rmax is maximal performance achieved in the High 
Performance Computing LINPACK benchmark 

 Pflop/s or petaflop: 1015 FLOPS  



Heterogeneous Systems 

 Also known as accelerated or asymmetric systems 

 Common: GPU-accelerated systems  

 Our “Emil” system at LNU uses Intel Xeon Phi as accelerator 

 



Summit at ORNL 

 Rank 1 in TOP500 list (Nov 2018)  

  

 200 Pflop/s (max performance) 

   

 143.5 Pflop/s (LINPACK performance) 

 

 4608 computing nodes 

 

 each node comprises  

  - two IBM Power9 22-core CPUs 

  - six NVIDIA Volta GPUs 

 



Performance of Accelerators and #1 in TOP500 

 

 

 

 

 

 

 

 

 

 

 

 

Tesla K40 (2013) 

Xeon Phi (2016) 



Optimization of Workload Distribution 



Genomics is the Largest Data Source 

 

 

 

 

 

 

 

 

 

 

 

 

Genomics
40 EB/year

Youtube
2 EB/year

Astronomy
1 EB/year

Twitter
0,017 EB/year

Projected data growth by the year 2025 [ Stephens et al. 2015] 



Application: DNA Sequence Analysis 

 A kind of string matching problem 

 Search for a set of patterns in DNA sequences 

 Experiment with Human DNA sequence (3GB) from the GenBank sequence 
database (http://www.ncbi.nlm.nih.gov/genbank) 



Experimentation Platform: Emil at LNU 

2 x Intel Xeon E5 

(12 cores / CPU) 

Intel Xeon Phi 

(61 cores) 

Device Host 



Workload Partitioning of DNA Sequence Analysis 



Large Parameter Space 

 Number of possible system configurations  

 a product of parameter value ranges 

 each parameter ci has a value range Rci 

 

 

 

 

 Considered parameters on our experimentation platform 

 

 

 

 

 

 

 



Optimization using Metaheuristics and Machine 
Learning 

 Challenges 

 large discrete parameter space  

 evaluation of all possibilities is impractical  

 

 Metaheuristics: search for a near-optimal solution  

 avoid evaluating all feasible solutions 

 

 Simulated Annealing: a metaheuristic that is inspired by thermodynamics 

 slowly cooled liquid forms a crystal (minimum energy state) 

 

 Machine Learning: learn from historical performance data 

 build a performance model of system under study 

 use Linear Regression, Boosted Decision Tree Regression,..  



Comparison of Linear Regression (LR) and Boosted 
Decision Tree Regression (BDTR) 

 Relative  error of BDTR is smaller than of LR for larger number of training 
experiments 



Enumeration and Measurements (EM) 

 Parameter space exploration using Enumeration 

 Solution evaluation using Measurements 

 

 

 

 

 

 

 

 

 

 

 

 



Enumeration and Machine Learning (EML) 

 Parameter space exploration using Enumeration 

 Solution evaluation using Machine Learning  

 

 

 

 

 

 

 

 

 

 

 

 



Simulated Annealing and Measurements (SAM) 

 Parameter space exploration using Simulated Annealing  

 Solution evaluation using Measurements 

 

 

 

 

 

 

 

 

 

 

 

 



Simulated Annealing and Machine Learning (SAML) 

 Parameter space exploration using Simulated Annealing  

 Solution evaluation using Machine Learning  

 

 

 

 

 

 

 

 

 

 

 



Results: Power Efficiency [MB/W] 

 SAML and SAM power efficiency optimization results are close to EM 

 SAML and SAM use only 5% of experiments required by EM 

 

 

 

 

 

 

 

 

 

 

 



Summary 

 Features of studied approaches for workload distribution 
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